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Q1 Why is MAML effective in learning representations? 
A1  Because MAML implicitly exploits contrastive learning.

Q2 What is the role of inner loop in MAML?
A2 In inner loop, classifier memorizes support features.

Q3 What is the role of support data in MAML?
A3 The support features act as the prototypes.

Take Home Message

A Motivating Example

Prove that MAML is a noisy contrastive learning algorithm 
and propose a zeroing trick to mitigate the noise.

Contribution MAML + Our Zeroing Trick Using Zeroing Trick Mitigates Inherent Noise in MAML1
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We Identify the Difference Between FOMAML and 
SOMAML From a Contrastive Learning Perspective
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